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Editorial
Special Section on Expressive Speech Synthesis

XPRESSIVE speech synthesis (ESS) is a muludisci-

plinary research area that addresses some of the most
complex problems in speech and language processing. The
challenges posed by ESS have been the subject of several
collaborative research projects across universities and research
institutes around the world. Over the last decade, ESS has
benefited from advances in speech and language processing
as well as from the availability of large conversational-speech
databases. These advances have spurred research on the expres-
siveness of speech and on conveying paralinguistic information
including emotion, speaker-state, and speaker-listener rela-
tionships. There have also been substantial efforts towards
automating database creation and evaluating the quality of
speech synthesized for a variety of tasks that require not just the
transmission of information, but also the expression of affect.

ESS should thus address the problem of WHAT paralinguistic
information is encoded and HOW this information is encoded in
signals. Several proposals are made in this section to cope with
the mapping between substance and content. This should not
obscure the fact that the dual problem of information represen-
tation and signal characterization is still a largely open question.
ESS is a technology that should remain in close contact with
theoretical debates on the cognitive representations and social
aspects of expressions and emotions, as well as with the latest
developments in signal manipulation techniques.

ESS opens up numerous new applications and challenges
for speech synthesis where listeners and the situation of com-
munication can be known and individuated. Paralinguistic
dimensions should obviously be identified and synthesized in
speech-to-speech translation. Being able to carry paralinguistic
information through voice and to simulate emotions is also
of particular interest in situated human-computer interac-
tion, where the system should not only give information but
also signal empathy and maintain attention as well as handle
back-channeling and turn-taking. These paralinguistic dimen-
sions of human face-to-face communication are crucial for
giving presence and humanness lo embodied conversational
agents and humanoid robots.

For this special section, we solicited original theoretical and
practical work offering new and broad views of the latest re-
search in expressive speech synthesis, and the reaction has been
excellent. We received 20 submissions spanning a variety of
topics ranging from signal processing to prosody prediction, ad-
dressing rule-based, HMM, and concatenative approaches. All
of the eight papers that were accepted appear in this section.

Digital Object Identifier 10.1109/TASL.2006.378306

The first paper, by Pitrelli er al., describes the IBM Expres-
sive Text-to-Specch Synthesis System for American English
and discusses concatenative versus rule-based approaches to the
synthesis of four expressive styles of speech. This is followed
by Wu et al.’s proposal for a new method of “Voice Conversion
Using Duration-Embedded Bi-HMMs for Expressive Speech
Synthesis.” Generating expressive speech by converting “neu-
tral” voices is a challenging task. The paper describes 1 method
to transform neutral speech to expressive styles including
happiness, sadness, anger, confusion, apology and question.

Navas et al., in their paper entitled “An Objective and Sub-
jective Study of the Role of Semantics and Prosodic Features
in Building Corpora for Emotional TTS,” studied the value of
semantic content in recording emotional databases. Their find-
ings suggest the possibility for using semantically unspecified
content to record databases for emotional speech synthesis at
the cost of exaggerated emotional speech output. These findings
help to advance research in expressive speech synthesis for new
expressive states especially for languages lacking linguistic and
speech resources such as Basque, the main language used in the
study.

In the paper entitled “Expressing Degree of Activation in
Synthetic Speech™ by Schroder, the author formulates a set of
prosody rules linking speech prosody to a three-dimensional
emotional space that is common in the psychological literature,
namely, activation, evaluation, and power. Implementing those
rules, the author shows a correlation between the prosody pa-
rameters used in the study and the activation dimension using a
multimodal perception test.

The special characteristics of expressive speech are particu-
larly addressed in the description by Theune et al. of the mod-
ifications made to the prosodic module of a text-to-speech syn-
thesizer for “Generating Expressive Speech for Storytelling Ap-
plications.” Rules have been identified for maintaining interest
and creating suspense at key turns of the story.

The importance of prosody is also highlighted in Tao’s
“Prosody conversion from neutral speech to emotional speech,”
and Gu et al. “Modeling the Effects of Emphasis and Question
on Fundamental Frequency Contours of Cantonese Utterances.”
The first paper introduces three different models, a linear mod-
ification model (LMM), a Gaussian mixture model (GMM),
and a classification and regression tree (CART) model for
prosody conversion of “neutral” speech to emotional speech,
and compares evaluation results for each method. The second
paper investigates the prosodic features of spoken Cantonese
in the context of a command-response model where the focus
is on FO prediction with careful considerations regarding the
effects of questions and emphasis.
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The section closes with a position paper from the lead
editor addressing the special needs of speech synthesis in
conversational applications and illustrating the use of nonverbal
speech utterances, such as laughs, backchannels, and grunts,
many of which have similar phonetic structures, but signal their
different meanings through variations in prosody and voice
qualities.

As a final word, we would like to thank the Editor-in-Chief,,
Mari Ostendorf. and her predecessor. Isabel Trancoso, for their
immense help and guidance throughout the process. Our thanks
also go to the more than 50 reviewers who did a wonderful job
of filtering and improving the papers, and especially to Kathy
Jackson from the IEEE Signal Processing Society for her kind
assistance in assembling the section.
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